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2011: Software is eating the world
https://a16z.com/2011/08/20/why-software-is-eating-the-world/
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Cloud



2017: Deep Learning is eating Software
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2022: Transformers are eating Deep Learning
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CLIP

BLOOM SEGFORMER

"Transformers are emerging as 
a general-purpose architecture for ML"

https://www.stateof.ai (2021)
RNN and CNN usage down, Transformers usage up!

https://www.kaggle.com/kaggle-survey-2021

https://www.stateof.ai/
https://www.kaggle.com/kaggle-survey-2021


2022: Transformers are eating Deep Learning
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"Transformers are emerging as 
a general-purpose architecture for ML"

https://www.stateof.ai (2021)
RNN and CNN usage down, Transformers usage up!

https://www.kaggle.com/kaggle-survey-2021

BLOOM

https://www.stateof.ai/
https://www.kaggle.com/kaggle-survey-2021


From text to multi-modal in 2 years



Transformer models in the wild



2023: Generative AI is hungry!



Generative models in the wild



Hugging Face



Hugging Face: the largest collection of open source models

200K models

34K datasets

25+ ML libraries: Keras, spaCY, 
Scikit-Learn, fastai, etc.

10K organizations

500K+ users daily

https://huggingface.co 

https://huggingface.co


Why open-source models

• Accessibility: anyone can use the models, regardless of budget or affiliation 

• Transparency: users have full visibility on the model and the training data. They 
can better identify potential biases or errors

• Privacy: users don't have to send their data to black box APIs

• IP protection: users train their models on their data, and own them.

• Freedom of choice: users are not locked in. They can switch models anytime

• IT flexibility: users can train and deploy models anywhere they like



• Transformers:  Transformer models for Pytorch, TensorFlow, and JAX

• Diffusers: image and audio generation models for PyTorch

• Accelerate: simple distributed training (CPU, GPU, TPU) for PyTorch

• Peft: Parameter Efficient Fine-Tuning on GPU

• SetFit: few-shot learning for Sentence Transformers

• Datasets: All the datasets for training and evaluating

• Optimum: hardware acceleration for Transformers and Diffusers

• Optimum Intel: Intel Neural Compressor, Intel OpenVINO

• Optimum Habana: training and inference for Habana Gaudi/Gaudi2

• Optimum Neuron: AWS Trainium and Inferentia2

Hugging Face open source libraries



Hugging Face at a glance

Model in 
production

35,000+ datasets 
on the hub

200,000+ models 
on the hub

No-code AutoML

Managed 
Inference on AWS 

and Azure

Hosted ML applications
HW-accelerated 

training & inference

Deploy
anywhere

Datasets

Models

Transformers

Accelerate

Optimum

Diffusers

Amazon
SageMaker

Hugging Face
on Azure

Watsonx.ai
(coming soon!)

MLOps platforms



LLMs



From Large Language Models to Foundation Models

Source: "On the Opportunities and Risks of Foundation Models", Stanford 
University

Very large models (> 10B parameters)

Unsupervised or self-supervised learning

Often trained on multimodal data

Not intended to be used directly for any 
particular goal

Intended to serve as a basis for downstream 
models specialized for particular tasks

New abilities that weren't planned for

Examples: GPT-3 (Open AI), Florence 
(Microsoft), Flamingo (DeepMind), LLaMA 
(Meta), PaLM (Google), BLOOM (Hugging Face)



State of LLMs in early 2022:



BLOOM: open-source alternative to GPT-3

https://bigscience.huggingface.co
 

https://huggingface.co/bigscience/bloom

1.5TB of text, 350B tokens

43 languages, 16 programming languages 

118 days of training on 384 A100 GPUs

Smaller versions are available : 560M, 1.1B, 1.7B, 3B, 7.1B

BLOOMZ models (same sizes) are fine-tuned for instruction following
https://huggingface.co/bigscience/bloomz 

https://bigscience.huggingface.co
https://huggingface.co/bigscience/bloom
https://huggingface.co/bigscience/bloomz


● 1000+ researchers
● Diverse background

19



20

And many 
mores..







BigCode: open-scientific collaboration

Building LLMs for code in 
a collaborative way:

- 500+ participants
- 30+ countries



The Stack: dataset for Code LLMs

● Consent of data subjects
○ Do machine learning models comply with copyright laws?

● Privacy risks
○ Scraped data likely contains personal identifiable information 

● Software safety and security
○ Malware/bug generation

The Stack: A dataset with 6.4TB of permissively licensed 
source code in 358 programming languages with a data 

inspection tool and opt-out mechanism





StarCoder: Architecture choices

What do people want from a code model?

● Fast inference
→ 15B parameters with code optimizations

● Cheap generations
→ Multi-Query Attention for reduced memory footprint 

● Long context
→ Flash Attention to scale to 8,192 tokens context

● Bi-directional context
→ Fill-in-the-middle training objective 



StarCoder: Training / Eval

Infrastructure: 512 GPUs

Model Distribution: TP=4, PP=4, DP=32

Batch size: 4M tokens 
(or 512 at 8,192 sequence length)

Training length: 1T tokens / 250k steps 

Training time: 24 days

Tool: Megatron-LM (w/ MQA + FlashAttn)
(https://github.com/bigcode-project/Megatron-LM)



VSCode extension
Auto-complete Membership test

https://marketplace.visualstudio.com/items?itemNa
me=HuggingFace.huggingface-vscode





Exploring EU exascale computers
Research project on LUMI published May 25th 2023:

● more than 400 training runs
● up to 9B parameter models and 900B tokens datasets
● 7M GPU hours – up to  8,800 MI250X GPUs



Sneak Peek – Coming this summer – (with Jean Zay)



Thank you!

Questions?


