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Seagate: A Unigue Vantage Point on the Data Centre Evolution
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Data is Getting Bigger (Volume)
Outstripping Capacity Nearly Everywhere

. (B

“There Will Be No Way to Put the
B ==

Storage Beast on a Diet:

The Beast Will Always, Always

Be Hungry for More....”

-John Monroe, Research VP

Gartner Data Center Systems 447B Generated; 13ZB stored



The “New Data” is Different (Variety)

Unstructured data is fundamentally changing IT

What Happens in an Internet Minute?
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IDC Worldwide File- and Object-Based Storage 2013-2017 Forecast, July 2013.
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Big Data- Cost Dynamics are Changing (Value)
Rapid Growth Expected for Software Defined Solutions Along with
Relentless Price Competition

Expected
Technology Growth
New dimensions in corporate and personal Software Defined Data Center 69%
computing will demand more performance,
more capacity and-qwck, seamless access to Open Source Storage 40%
enormous datasets in more cost-effective
and efficient infrastructures that take up less Object Storage 48%
space and consume less power. Public Cloud Storage 33%
Features must be delivered for less money
and this has created a receptive environment Growth in Enterprises
where even the most conservative system data at with storage
administrators are willing to explore enterprises budgets
alternative storage approaches. over the last increasing
two years by more

than 10%
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Summary: Big Data is Bigger than MORE Data
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Explosive growth in data Shift in use and store model Modest growth in IT budgets

Sources: Reinsel, David. “Where in the World Is Storage: A Look at Byte Density Across the Globe” IDC October 2013, IDC/EMC Digital Universe, April 2014 + Seagate Estimates and Marketing & Research 6




Applications- Simulation and Modeling
Big Data Requires High Performance Storage- (Velocity)

Deliver

Accelerate Enable contln_uous accurates
diagnosis, prognosis ./ ..exploration, P weather;
and therapeutic extraction and ©
decisions production

Improving Your Business, the Market and Our World



ASTC Technology Roadmap
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HPC I/O Stack Evolution: Objects in Context
DOE ‘Trinity’ System |/O Architecture
A

Compute Cluster Memory

Burst Buffer

Data
Movement Parallel File System (PFS)

Lustre

Campaign Storage

Object Storage

Archive { Tape



HPC I/O Stack Evolution: Objects in Context

Do more layers = More Complexity? Cost Per

A Cost Per CF?E’
GB/s Compute (Reduces)

(Reduces) Cluster Memor

Burst Buffer

Parallel File System (PFS)

Campaign Storage

Archive

How do we Simplify? w VY



Data Centre Storage Stack

Storage Systems- Layers of Complexity and Cost

Layers of
Complexity
and Cost

Storage Application

File System DB El
v

POSEX

File System

Volume Manager

Driver

i Fc

Cylinder, Head, Sactor, Drive HDA

Storage Server -
RAID —
Battery Backed FAM —_—
CACHE -—
¥ SAS

Devices * "
SAS Interface
SMR, Mapping

/.
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HPC Data Centre Storage Software Stack

I/O Layer Reduction

Storage Application
File System DB

Storage Application
File Systern DB

Storage Server

POSIX

Farallel File System

Yolume ManagerLocal File System
Drivers

}Fu‘:nrm

Storage Array
RAID

Batiery Backed FAM
CACHE

1 1B
Storage Server

POSIX

Parallel File System

Volume ManageriLocal File System
RAID

Flash Cache

Drivers

y SAS

¥ SAS

Devices

SAS Interface

SMR, Mapping

Cylinder, Head, Sector, Drive HDA

Devices

SAS Interface

EMR, Mapping

Cylinder, Head, Sector, Dirive HDA
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Data Centre Storage Software Stack
Conventional Vs Kinetic

Storage Application
File System DB

Application I
Kimetic Likrary

POSIX

File Sysiem

YVolume Manager

Driver

1 FC

Storage Server >
RAID —
Battery Backed FAM —
SACHE —
y SAS .
Devices
Ethernet Interface
Devices Key Value Store
SAS Interface Cylinder, Head, Sectar
SMR, Mapping Crrive HDWA,
Cylinder, Head, Sector, Drive HDA




Data Centre Evolution- Storage Stack
We Must Reduce The I/O Layers

Storage Application

Application
Kinetic Library

File System DB
* Storage Application '_]
File System
Volume Manager
Driver
l FC Storage Server
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A Possible Future Path to Simplification, Reduced Complexity and Cost
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Seagate ClusterStor HPC- Unique Business Value
High performance, Highly Scalable Storage Systems for Unstructured Data
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Vertically Integrated Innovation = Available through a network of OEM
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