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Safe Harbor Statement – Forward Looking Statements  

 The following information contains, or may be deemed to contain, 

"forward-looking statements" (as defined in the U.S. Private Securities 

Litigation Reform Act of 1995) which reflect our current views with 

respect to future events and financial performance.  We use words such 

as "anticipates," "believes," "plans," "expects," "future,"' "intends," 

"may," "will," "should," "estimates," "predicts," "potential," "continue" 

and similar expressions to identify these forward-looking statements.  

All forward-looking statements address matters that involve risks and 

uncertainties.  Accordingly, you should not rely on forward-looking 

statements, as there are or will be important factors that could cause 

our actual results, as well as those of the markets we serve, levels of 

activity, performance, achievements and prospects to differ materially 

from the results predicted or implied by these forward-looking 

statements. These risks, uncertainties and other factors include, among 

others, those identified in "Risk Factors," "Management's Discussion 

and Analysis of Financial Condition and Results of Operations'' and 

elsewhere in the company’s 20-F filed with the SEC.  Xyratex Ltd. 

undertakes no obligation to publicly update or review any forward-

looking statements, whether as a result of new information, future 

developments or otherwise. 
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Data on a Universal Scale… 
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Access to Vast Amounts of Stored Digital Data 

Source: Gartner 2011 Infrastructure Conference  

Over one billion web pages 

350,000 iPhone apps 

Over 100,000 Android apps 

10,500 radio stations 

5,500 magazines 

More than 300 TV networks 
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in  

60  

seconds 



A Single 20MB PowerPoint Presentation – Grows to 1.4GBytes ! 
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1.4 
GB 



Square Kilometre Radio Telescope Array 

7 Xyratex Confidential  7 

Will generate 960 PB/day of raw data – nearly 1 Exabyte per day 

http://www.futuretimeline.net/21stcentury/images/square-kilometre-array.htm


Global Data Center IP Traffic: Already in the Zettabyte Era ! 
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By 2015 :  

 

•  Wired data movement will reach 1.3 

zettabytes per annum 

 

• 3 billion people will be using Internet 

 

• Asia Pacific region expected to 

consume ~40.5 exabytes per month of 

data 

 

• IP traffic over data center networks 

will reach 4.8 zettabytes a year, and 

cloud computing will account for one-

third of it 

 

• World will own 18.9Bn internet 

connected devices by 2016. 

1.3 Zettabytes per annum in 2016 

 

Already  at >1 Zettabyte per 

annum within Data Centers 

Source: Cisco Global Cloud Index:  

Forecast and Methodology, 2010–2015  



Worldwide Enterprise Storage Forecast by $B and Capacity 
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Big Data Defined 
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Source: IDC, “Moving Beyond Defining Big Data”, May 10, 2012 



Macro Themes Driving Storage Demand 

Social Media 

Tablet & 

Smartphone 

Proliferation 

Data 

Storage 

Growth 

Increased 

Bandwidth 

Consumption 

Cloud 

Computing 

Big Data 

Analytics 

Accelerated 

Technical 

Computing & 

Sensor Data 



In Summary 

• New Users & New Devices are generating vast amounts of 

new data across many formats 

 

• New Applications are changing consumption models and 

creating demand for high performance data storage 

 

• New Delivery options are reducing cost of storing and 

retrieving your data 

 

• New Business Models are forcing IT departments to revisit 

their approach 
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Responding To This Growth 



A Leading Provider of Data Storage Technology 

> 4,000 

Petabytes of 

storage shipped 

in 2011 

Largest OEM 

Disk Storage 

System provider¹ 
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~ 50% of w/w disk 

drives are produced 

utilizing Xyratex 

Technology² 

Largest 

independent 

supplier of Disk Drive 

Capital Equipment 
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Enterprise  

Data Storage 

Solutions 

HDD Capital 

Equipment 

Solutions 

¹ IDC Dec’11  

² Company estimates 

http://xy01sps01.xy01.xyratex.com/sites/titan/Graphics/Titan Bronze renderings/Titan Camera Camera 02.jpg


Years of Storage Innovation and Experience 
Xyratex Heritage (Circa1966 – Present) 
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MBO: Xyratex Formed Disk 

Drives 

HDD Test Business  

2007       2006            2005           2004 

2008            2009           2010                 2011 

IPO Application Platform 

One millionth test slot 

shipped 

OneStor™ 

Xyratex revenue 

exceeds $1Billion 

Ranked #1 OEM 

by IDC  

One millionth 

enclosure shipped 
HPC  

Storage Solution 

Networking 
Storage 

Systems 
1st Automated  

HDD test 

Our history gives us a unique and deep understanding of the storage market 

Optical Test 

Inspection 

2
0
0
0 

Storage 

Enclosure 

Business 

      1966               1970             1980         1994           1998 

http://rds.yahoo.com/_ylt=A0WTefg8SpJIMWEB63WJzbkF;_ylu=X3oDMTBqMjRpazg1BHBvcwMxMARzZWMDc3IEdnRpZAM-/SIG=1h373qth1/EXP=1217633212/**http:/images.search.yahoo.com/images/view?back=http://images.search.yahoo.com/search/images?_adv_prop=image&fr=fptb-msgr&va=nasdaq+symbol&sz=all&w=110&h=19&imgurl=www.as-e.com/img/art/nasdaq_logo.jpg&rurl=http://www.as-e.com/american_science_and_engineering/nasdaq.asp&size=1.2kB&name=nasdaq_logo.jpg&p=nasdaq+symbol&type=JPG&oid=b8deda15826a1872&no=10&tt=3,980&sigr=11vqqonqs&sigi=114uu8rd0&sigb=131icedr8


Cloud 

Portfolio and Expertise 

HDD head, substrate & 

media manufacturing 

infrastructure 

HDD assembly 

and integration 

infrastructure 

Modular Storage Enclosures 

Integrated 

Application 

Platforms 

High Performance 

Scale Out Clustered 

Data Storage 

http://xy01sps01.xy01.xyratex.com/sites/titan/Graphics/Titan Bronze renderings/Titan Camera Camera 02.jpg


HPC: A tool to help solve big problems 

 Government 
 Defense  

 Economic Intelligence 

 National Research Centers 

 Weather prediction  

 Climate research, modeling and change 

 Ocean circulation 

 

 Oil & Gas 
 Seismic: Imaging, 3D interpretation, Prestack 

data analysis 

 Reservoir modeling & simulation 

 Geophysics sites Data Center 

 Refinery Data Center 

 

 Automotive & Aerospace 
 CAE: Fluid dynamics, Crash simulation 

 EDA: Simulation & Verification 

 

 Finance 
 Derivatives Pricing  

 Risk Analysis  

 Portfolio Optimization 



HPC History 

• HPC scientific research driven by global nation-state 

competitive forces, agendas and goals 

 

• HPC architectures have evolved: 

– Mainframe central computer architecture 

– Various symmetric-multiprocessing super computers  

– Linear scale-out processing via multi-core building blocks 

 

• HPC pace of invention has not diminished  

 

• HPC economics: Time to results provides competitive 

advantage and superior returns 
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HPC Continued Evolution 

• Successful HPC compute: highly efficient, clustered, integrated 

scale-out distributed compute architecture 

 

• “HPC storage bottleneck” remains industry challenge 

– Legacy HPC storage not keeping pace with HPC compute 

 

• Scale-out data storage architectures are being deployed to 

address performance and scalability requirements 

 

• Exascale will require further innovation in HPC data storage 

architectures. 
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ClusterStor – An Integrated Lustre® Storage Solution 

Engineered for high performance computing 

ClusterStor™ consolidates: controllers, storage, operating system, and 

the Lustre file system creating a new optimal scale-out storage  

This fully realized solution provides the 

industry’s best reliability, scalability, superior 

performance and ease of management. 

 

• Performance 

• Scale-Out Capability 

• Capacity and Density Scaling 

• Ease of Management 

• Ease of Deployment 



ClusterStor – Powering In The Fastest 

Storage System in The World (Q3 2012) 

Exponentially less cost, space, cooling 

and power  than the competition! 

 

>1TB/second  

Aggregate Bandwidth 

Xyratex 

CS-6000 

System 

Number of Racks: 36 

Square Footage: 644 ft2 

Hard Drives: 17,280 

Power: ~0.443MW 

Heat Dissipation (BTUs): 1,165,600 



What About Exascale? 

• Exascale is needed to support new HPC requirements: 
– Square Kilometre Radio Telescope Array will write 1 Exabyte per day 

• That’s more than 10 TB/sec sustained! 

• You would need 100,000 disk drives 

 

• Will require new approach  to data management: 
– Traffic to disk cannot grow proportionally - storage doesn't follow Moore's law 

– Most believe a new file system isn’t the answer 

– Object based with horizontal scaling? 

 

• What are we doing: 
– Peter Braam is very active in the EIOW Consortium 

– Working with industry groups like OpenSFS & EOFS to define new approach 

– Investing in the development of a next generation storage software that will 

leverage open source components 
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Conclusions 
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In Summary 

  Data storage is growing at a (very) fast pace 

  New Devices and Applications accelerating growth 

 

 Cloud is providing new levels of scalability to IT  

 

 New Delivery approaches are changing the economics of IT 

 

 HPC is powering new science, analytics and research 

 

 Data Analytics is leveraging HPC architectures to meet needs 

 

 Exascale will force HPC architectures to evolve 



Thank You  


